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Prolog

Grol3e Sprachmodelle haben in kirzester Zeit eine technologische Za-
sur ausgelost. Systeme wie GPT, LLaMA oder vergleichbare Foundation
Models zeigen eindrucksvoll, wie leistungsfédhig statistische Sprachver-
arbeitung inzwischen geworden ist. Diese Erfolge haben jedoch eine
problematische Vorstellung beférdert: die Annahme, ein einziges, uni-
verselles Modell konne langfristig alle fachlichen, organisatorischen

und regulatorischen Anforderungen gleichermal3en erfillen.

In der Praxis zeigt sich zunehmend das Gegenteil. Dort, wo prazises
Fachwissen, terminologische Eindeutigkeit, normative Regeln und haf-
tungsrelevante Entscheidungen eine Rolle spielen, stoRen generalisti-
sche Sprachmodelle systematisch an ihre Grenzen. In der Medizin, im
Bauwesen, im Recht, in der Finanzwelt oder in sicherheitskritischen
technischen Domaénen reichen ,meist plausible” Antworten nicht aus.
Fehlinterpretationen, Halluzinationen oder semantische Ungenauigkei-

ten sind hier nicht nur technische Méangel, sondern reale Risiken.

Vor diesem Hintergrund gewinnen Domain-Specific Language Models
(DSLMs) an Bedeutung. Sie stehen fiir einen grundlegenden Paradig-
menwechsel: weg vom One-Model-Fits-All-Denken, hin zu spezialisier-
ten, kontrollierbaren und doméanenprazisen KI-Systemen. DSLMs sind
keine kleinere Variante groRer Modelle und auch kein reines Fine-Tu-
ning-Produkt. Sie sind Ausdruck einer anderen Denkweise — einer Denk-

weise, die Domanen als komplexe Wissens-, Regel- und Entscheidungs-



systeme begreift. Dieses Buch richtet sich an Leserinnen und Leser, die

vor einer konkreten Frage stehen:

Wann reicht ein generalistisches Sprachmodell — und wann ist doma-

nenspezifische Kl zwingend erforderlich?

Es richtet sich an technische Entscheider, Architekten, fortgeschrittene
Praktiker und organisationsnahe Expertinnen und Experten, die nicht
nach Hype, sondern nach belastbaren Entscheidungsgrundlagen su-
chen. Der Fokus dieses Buches liegt daher nicht auf einer weiteren Ein-
filhrung in Large Language Models. Stattdessen verfolgt es drei zent-

rale Ziele:

1. Erstens entwickelt es ein prazises Verstandnis davon, was eine
Domaéne im technischen und organisatorischen Sinn tatsdchlich
ausmacht - jenseits bloBer Themenzuordnung oder Bran-
chenlabels.

2. Zweitens zeigt es, welche architektonischen Optionen flir doma-
nenspezifische Sprachmodelle existieren, welche Vor- und
Nachteile sie besitzen und unter welchen Rahmenbedingungen
sie sinnvoll eingesetzt werden konnen. Dabei stehen nicht Tools
oder Frameworks im Vordergrund, sondern Entscheidungslogi-
ken, Trade-offs und langfristige Tragfahigkeit.

3. Drittens beleuchtet es anhand ausgewahlter Leitdoméanen, wie
DSLMs in der Praxis funktionieren, wo sie messbaren Mehrwert
liefern und welche Fehler bei Planung, Training und Betrieb ver-

mieden werden mussen.



Ein zentrales Anliegen dieses Buches ist es, die Diskussion um DSLMs
zu entemotionalisieren. Weder sind sie Allheilmittel, noch sind sie ein
akademisches Randthema. Sie sind ein strategisches Instrument fiir Or-
ganisationen, die Verantwortung, Haftung, Qualitat und Wettbewerbs-
fahigkeit ernst nehmen. Entsprechend behandelt dieses Buch nicht nur
Trainingsmethoden, sondern auch Fragen von Governance, Datenho-

heit, Betriebskosten und regulatorischer Einbettung.

Gleichzeitig ist dem Autor bewusst, dass dieses Werk — wie jedes Buch
zu einem sich schnell entwickelnden Technologiefeld — eine Moment-
aufnahme darstellt. Umso mehr wurde darauf geachtet, zeitstabile Kon-
zepte, Muster und Entscheidungsrahmen in den Mittelpunkt zu stellen

und kurzfristige Tool-Trends bewusst zu vermeiden.

Dieses Buch ladt nicht dazu ein, jedes Problem mit einem eigenen Mo-
dell zu l6sen. Es ladt dazu ein, bewusst zu entscheiden, wann Speziali-
sierung notwendig ist, wie tief sie gehen sollte und welche Verantwor-

tung mit ihr einhergeht.

Wenn es dazu beitragt, Domain-Specific Language Models nicht als mo-
dische Abzweigung, sondern als konsequenten nachsten Schritt der K-

Entwicklung zu verstehen, hat es sein Ziel erreicht.

Herzlichst
Holger Reibold

(Dezember 2025)






1 One Model Does Not Fit All

Die rasante Verbreitung grol3er Sprachmodelle hat in vielen Organisa-

tionen eine zentrale Frage aufgeworfen:

Reicht ein generalistisches Large Language Model aus — oder braucht

es eine doméanenspeczifische Losung?

In den frihen Phasen der aktuellen KI-Welle wurde diese Frage haufig
pragmatisch beantwortet. Allgemeine Modelle waren leicht verfligbar,
leistungsfahig und beeindruckend vielseitig. Sie ermoéglichten schnelle
Prototypen, erste Produktivsysteme und neue Formen der Wissensar-
beit. Doch mit zunehmender Integration in operative Prozesse zeigt

sich, dass Vielseitigkeit allein kein ausreichendes Qualitatsmerkmal ist.

Sobald Sprachmodelle in fachlich prazise, regulierte oder sicher-
heitskritische Kontexte eingebettet werden, verschiebt sich der Bewer-
tungsmalistab. Terminologische Genauigkeit, nachvollziehbare Ent-
scheidungslogik, Aktualitdt von Wissen und regulatorische Konformitat
werden wichtiger als fluide Sprache oder kreative Generalisierung. In
solchen Umgebungen sind Fehler nicht nur drgerlich, sondern potenzi-

ell haftungsrelevant.

Genau an diesem Punkt geraten generalistische Modelle systematisch
an ihre Grenzen. Sie verfiigen weder (ber ein konsistentes domanen-

spezifisches Vokabular noch (ber explizite Wissens- oder Regel-



strukturen. Ihr Verhalten basiert auf statistischer Approximation, nicht
auf fachlicher Verankerung. Das flihrt zu bekannten Phdanomenen wie
Halluzinationen, semantischen Fehlinterpretationen oder inkonsisten-
ten Antworten — insbesondere dort, wo Fachbegriffe, Normen oder im-

plizite Annahmen eine zentrale Rolle spielen.

Domain-Specific Language Models sind eine Antwort auf diese struktu-
rellen Defizite. Sie verfolgen einen anderen Ansatz: Statt moglichst viel
allgemeines Wissen abzubilden, konzentrieren sie sich auf klar abge-
grenzte fachliche Kontexte. Sie internalisieren Terminologie, Datenfor-
mate, Wissensstrukturen und normative Regeln einer Doméne und er-

moglichen dadurch eine deutlich héhere Prazision und Kontrolle.

Dabei ist es wichtig zu betonen, dass DSLMs kein monolithisches Kon-
zept darstellen. Sie reichen von relativ leichten Spezialisierungsformen
— etwa der Einbindung externer Wissensquellen — bis hin zu vollstandig
eigenstandigen Modellen mit domanenspezifischem Vokabular und
Training von Grund auf. Welche Form sinnvoll ist, hdngt nicht von tech-
nischer Machbarkeit ab, sondern von fachlichen Anforderungen, regu-
latorischem Rahmen, verfligbaren Daten und organisatorischer Verant-

wortung.

Dieses Buch setzt genau an dieser Entscheidungsstelle an. Es versteht
sich nicht als Einfilhrung in maschinelles Lernen oder als Katalog aktu-
eller KI-Tools. Stattdessen richtet es sich an Leserinnen und Leser, die

vor konkreten Architektur-, Betriebs- und Governance-Fragen stehen:



Wie viel Spezialisierung ist notwendig? Welche Risiken lassen sich
dadurch reduzieren? Und welche neuen Verpflichtungen entstehen

durch domanenspezifische Modelle?

Um diese Fragen zu beantworten, folgt das Buch einer klaren, schritt-
weisen Struktur. Zunachst wird gezeigt, warum generalistische Sprach-
modelle in vielen Fachdomanen nicht nur praktisch, sondern strukturell
an Grenzen stol3en und weshalb das Paradigma eines universell ein-
setzbaren Modells nicht tragfahig ist. Im Mittelpunkt stehen dabei Fehl-
kosten, normative Bindung und implizites Fachwissen als zentrale Trei-

ber flir Spezialisierung.

Darauf aufbauend entwickelt das Buch ein prazises Verstédndnis davon,
was eine Domidne im technischen, organisatorischen und gover-
nancebezogenen Sinn ausmacht. Es wird erlautert, welche Anforderun-
gen sich daraus fir Daten, Verantwortung, Auditierbarkeit und Betrieb
ergeben — und warum Domanentiefe nicht nachtraglich , aufgepfropft”

werden kann.

Im weiteren Verlauf werden die konkreten Architektur- und Umset-
zungspfade systematisch eingeordnet — von Grey-Box-Ansétzen wie
Prompting und External Augmentation bis hin zu White-Box-Strategien
und echten Domain-Specific Language Models. Dabei stehen nicht
Werkzeuge, sondern Entscheidungslogiken, Risiken und Kontrollgrade

im Vordergrund.



AbschlieBend werden diese Konzepte anhand ausgewahlter Praxisdo-
manen zusammengefiihrt. Beispiele aus Biomedizin, Bauwesen, Sicher-
heit, Recht und Finanzen zeigen, wo domanenspezifische Sprachmo-
delle funktionieren, wo sie zwingend erforderlich sind — und wo be-

wusst darauf verzichtet werden sollte.

Ziel dieses Buches ist es, Orientierung zu geben — nicht durch Vereinfa-
chung, sondern durch Struktur. Es soll Leserinnen und Leser in die Lage
versetzen, fundierte Entscheidungen tber den Einsatz, den Aufbau und
den Betrieb von Domain-Specific Language Models zu treffen. Nicht je-
des Problem erfordert ein eigenes Modell. Doch dort, wo Prazision, Ver-
antwortung und Nachvollziehbarkeit entscheidend sind, ist Spezialisie-

rung kein Luxus, sondern eine Notwendigkeit.

Die rasanten Fortschritte grof3er Sprachmodelle haben eine Vorstellung
gepréagt, die auf den ersten Blick plausibel erscheint: Je groBer und all-
gemeiner ein Modell ist, desto besser eignet es sich fiir alle Anwen-
dungsfalle. Skalierung, so die implizite Annahme, ersetze Spezialisie-
rung. In der Praxis zeigt sich jedoch zunehmend, dass dieses Paradigma
an strukturelle Grenzen sto6f3t — insbesondere dort, wo Sprache nicht

Selbstzweck, sondern Trager fachlicher Entscheidungen ist.

Generalistische Sprachmodelle sind darauf optimiert, statistische Regu-
laritaten in grofRen, heterogenen Textkorpora zu erfassen. lhre Starke
liegt in der Breite: Sie kdnnen lber viele Themen sprechen, Kontexte
flexibel wechseln und auch mit unvollstdndigen oder unscharfen Einga-
ben umgehen. Diese Eigenschaften sind in offenen, kreativen oder ex-

plorativen Szenarien von groRem Wert. Sie werden jedoch



problematisch, sobald prazise Fachsprache, normatives Wissen oder

haftungsrelevante Entscheidungen ins Spiel kommen.

Domaénenspezifische
Prazision

A

. DSLM

Regelbasierte Systeme

() Generalistische LLM

>
>

niedrig hoch

Generalisierungsgrad

Generalisierung vs. doméanenspezifische Prazision: Der grundlegende Zielkon-
flikt zwischen Generalisierungsgrad und fachlicher Prazision. Generalistische
Sprachmodelle maximieren Abdeckung, wahrend domanenspezifische Mo-
delle gezielt Prazision und Kontrollierbarkeit erhéhen. Skalierung allein er-

setzt keine Spezialisierung.

Der zentrale Widerspruch liegt darin, dass Generalisierung und fachli-
che Préazision gegensatzliche Optimierungsziele darstellen. Ein Modell,
das auf maximale Abdeckung ausgelegt ist, muss zwangslaufig doma-

nenspezifische Feinheiten vernachlassigen. Es kann Begriffe korrekt



wiedergeben, ohne ihre exakte Bedeutung zu verstehen. Es kann Regeln
beschreiben, ohne sie zuverldssig anzuwenden. Und es kann plausible
Antworten generieren, ohne zwischen zulassigen und unzulassigen

Schlussfolgerungen zu unterscheiden.

Dieses Spannungsfeld wird haufig durch kurzfristige Erfolge liberdeckt.
In frihen Pilotprojekten wirken generalistische Modelle erstaunlich leis-
tungsfahig. Sie beantworten Fachfragen scheinbar korrekt, fassen Do-
kumente zusammen oder unterstliitzen bei der Analyse komplexer
Texte. Erst mit zunehmender Nutzung werden ihre Grenzen sichtbar:
Inkonsistenzen haufen sich, Randfédlle werden falsch behandelt, und
Entscheidungen lassen sich nicht reproduzierbar begriinden. Was zu-
nachst wie ein Randproblem erscheint, entpuppt sich in produktiven

Systemen als strukturelles Risiko.

Besonders deutlich zeigt sich dies in Doméanen mit hoher terminologi-
scher Dichte. Fachbegriffe besitzen dort keine umgangssprachliche Be-
deutung, sondern sind prazise definiert und in formale Wissenssysteme
eingebettet. Ein generalistisches Modell behandelt solche Begriffe je-
doch als statistische Einheiten, nicht als konzeptuelle Bausteine. Das
flihrt zu subtilen, aber folgenschweren Fehlern — etwa wenn ein medizi-
nischer Begriff korrekt formuliert, aber im falschen klinischen Kontext
verwendet wird, oder wenn eine juristische Norm zwar zitiert, jedoch

falsch interpretiert wird.

Ein weiterer struktureller Schwachpunkt generalistischer Modelle ist ihr
Umgang mit Normen und Regeln. In vielen Fachdomanen sind Ent-

scheidungen nicht interpretativ, sondern regelgebunden. Ob eine
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Aussage korrekt ist, hangt nicht von sprachlicher Plausibilitdt ab, son-
dern von der Einhaltung expliziter Vorgaben. Generalistische Modelle
besitzen jedoch keine Mechanismen, um solche Regeln zuverlassig zu
internalisieren oder durchzusetzen. Sie approximieren normatives Wis-

sen, ohne es zu garantieren.

Hinzu kommt, dass grof3e Sprachmodelle keine inharente Kenntnis
Uber die Konsequenzen ihrer Ausgaben besitzen. Sie optimieren auf
Wahrscheinlichkeiten, nicht auf Verantwortung. In sicherheitskritischen
oder regulierten Umgebungen ist diese Eigenschaft problematisch.
Dort miissen Entscheidungen nachvollziehbar, Gberprifbar und im
Zweifel korrigierbar sein. Ein System, das nicht erkldren kann, warum
es eine bestimmte Antwort generiert hat, ist in solchen Kontexten nur
eingeschrankt einsetzbar — unabhangig von seiner durchschnittlichen

Leistungsfahigkeit.

Diese Einschrankungen lassen sich nicht allein durch Skalierung Gber-
winden. GroBere Modelle reduzieren zwar bestimmte Fehler, beseitigen
jedoch nicht die zugrunde liegenden strukturellen Probleme. Mehr Pa-
rameter ersetzen keine explizite Doméanenlogik. Mehr Trainingsdaten
erzeugen kein normatives Verstandnis. Und hohere Sprachflissigkeit

verbessert nicht automatisch die fachliche Verlasslichkeit.

Domain-Specific Language Models setzen genau hier an. Sie verfolgen
nicht das Ziel maximaler Allgemeinheit, sondern gezielter Passgenau-
igkeit. Durch die bewusste Einschrankung auf klar definierte Doméanen
konnen sie Terminologie konsistent abbilden, Wissensstrukturen stabi-

lisieren und Regeln zuverlassiger bericksichtigen. Diese Fokussierung

11



ist kein Rickschritt, sondern eine notwendige Spezialisierung — ver-
gleichbar mit der Entwicklung von Fachsprachen oder spezialisierten

Werkzeugen in anderen technischen Disziplinen.

Das bedeutet nicht, dass generalistische Modelle obsolet werden. Im
Gegenteil: Sie bleiben ein wertvolles Fundament fir viele Anwendun-
gen. Entscheidend ist jedoch, zu erkennen, wann Generalisierung aus-
reicht — und wann sie zum Risiko wird. Diese Entscheidung lasst sich
nicht abstrakt treffen, sondern nur im Kontext konkreter fachlicher, or-

ganisatorischer und regulatorischer Anforderungen.

Fachliche
Prazision
erforderlich
A

Haftungsrelevante Fachliche
Entscheidungen : Unterstitzung

Wissenassistenz Kreative
Nutzung
niedrige hohe
Fehlertoleranz Fehlertoleranz

Einsatzkontexte nach Fehlertoleranz: Nicht alle Anwendungsfille stellen die-
selben Anforderungen an Prazision und Fehlertoleranz. Die Matrix verdeut-
licht, in welchen Kontexten generalistische Sprachmodelle sinnvoll einsetzbar

sind — und wo spezialisierte Modelle erforderlich werden.
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