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Prolog

Wenn Algorithmen entscheiden — und niemand verantwortlich ist

Die Entscheidung fiel in Sekunden.

Kein Meeting. Keine Diskussion. Keine Unterschrift.
Der Kredit wurde abgelehnt.

Die Bewerbung aussortiert.

Der Versicherungsvertrag beendet.

Die Produktionsanlage automatisch gestoppt.

Fir den Betroffenen war das Ergebnis eindeutig — flir das Unternehmen
jedoch nicht erklarbar. Auf Nachfrage zeigte niemand mit dem Finger
auf sich selbst. Die IT verwies auf das Modell. Der Fachbereich auf den
Anbieter. Der Anbieter auf die Daten. Die Daten auf statistische Wahr-
scheinlichkeiten. Und am Ende blieb eine unbequeme Leerstelle: Ver-

antwortung.

Solche Situationen sind langst keine Ausnahme mehr. Sie sind der neue
Normalfall in Organisationen, die Kiinstliche Intelligenz einsetzen. Ent-

scheidungen werden schneller, komplexer und skalierter getroffen als
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je zuvor — oft ohne dass Fihrungskrafte im Detail nachvollziehen kon-
nen, wie sie zustande kommen. Und doch bleiben sie verantwortlich.

Rechtlich. Reputativ. Strategisch.

Viele Unternehmen haben Kl eingeflihrt, weil sie effizienter, objektiver
oder wettbewerbsfidhiger sein wollten. Was sie unterschéatzt haben: Kl
ist kein weiteres Werkzeug. Sie ist eine Entscheidungsinstanz. Und jede
Entscheidungsinstanz verdndert Machtverhéltnisse, Haftungsfragen

und Fihrungsmodelle.

Der klassische Reflex vieler Fliihrungskrafte lautet: Das ist ein techni-

sches Thema.
Ein anderer: Dafiir gibt es Regulierung.
Ein dritter: Der Anbieter haftet.

Alle drei Annahmen greifen zu kurz.

Regulierung definiert Mindestanforderungen, aber sie fiihrt kein Unter-
nehmen. Technik liefert Moglichkeiten, aber keine Verantwortung. Und
externe Anbieter treffen keine Entscheidungen im Namen lhres Unter-

nehmens — sie ermaoglichen sie lediglich.

Die zentrale Frage lautet daher nicht, ob Kl eingesetzt wird. Diese Frage
ist in den meisten Branchen ldngst beantwortet. Die entscheidende

Frage lautet:

Wer steuert, kontrolliert und verantwortet Kl-Entscheidungen — und auf

welcher Grundlage?
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Hier beginnt KI-Governance.

Nicht als burokratisches Regelwerk. Nicht als Ethikdebatte ohne Konse-
quenzen. Sondern als Flihrungsaufgabe in einer Welt, in der Entschei-
dungen zunehmend von Systemen vorbereitet, beeinflusst oder auto-

nom getroffen werden.

KI-Governance bedeutet, Entscheidungsfahigkeit zurliickzuholen, ohne
Innovationskraft zu verlieren. Sie bedeutet, Verantwortung klar zu ver-
ankern, ohne jede technische Einzelheit verstehen zu miissen. Und sie
bedeutet, Vertrauen systematisch aufzubauen — bei Kunden, Mitarbei-

tenden, Aufsichtsgremien und Regulatoren.

Dieses Buch richtet sich an Fihrungskrafte, die nicht jede Zeile Code
lesen wollen, aber sehr genau wissen miissen, woflir sie stehen und
woflr sie haften. Es richtet sich an Entscheider, die Kl nicht stoppen,

sondern souveran steuern wollen.
Denn eines ist sicher: Algorithmen werden immer besser entscheiden.

Ob Unternehmen dabei besser gefiihrt werden, bleibt eine Frage der

Governance.

Viel Erfolg auf Ihrer Reise in die Welt der KI-Governance!

Holger Reibold

Prolog | 3
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1 Kl-Governance ist jetzt Chefsache

Kinstliche Intelligenz ist in Unternehmen angekommen. Nicht als Zu-
kunftsvision, sondern als operative Realitdt. Sie entscheidet (ber
Preise, priorisiert Kundenanfragen, steuert Wartungszyklen, filtert Be-
werbungen und bewertet Risiken. In vielen Organisationen ist Kl bereits
tief in Geschaftsprozesse eingebettet — oft schneller, als Fiilhrungs- und

Kontrollstrukturen nachziehen konnten.

Was dabei haufig Gibersehen wird: Kl verandert nicht nur Prozesse, son-
dern auch die dazugehdérigen Entscheidungsarchitekturen. Entschei-
dungen werden vorbereitet, beeinflusst oder automatisiert getroffen —
mit unmittelbaren Auswirkungen auf Kunden, Mitarbeiter, Partner und
die Offentlichkeit. Damit wird Kl zu einem strategischen Faktor mit
rechtlichen, wirtschaftlichen und reputativen Konsequenzen. Und ge-

nau deshalb ist sie kein reines IT-Thema mehr.

Bevor Uber Regulierung, Organisation oder konkrete MaRnahmen ge-
sprochen werden kann, ist eine grundlegende Klarung notwendig: Was
bedeutet KI-Governance eigentlich — und was nicht? In der Praxis wird
der Begriff haufig unscharf verwendet. Mal steht er fiir ethische Leitli-
nien, mal fiir juristische Compliance, mal fiir technische Kontrollmecha-
nismen. Diese Unschérfe ist nicht nur akademisch problematisch, sie

erschwert vor allem wirksame Entscheidungen auf Fihrungsebene.

Fir Manager ist jedoch nicht entscheidend, welcher Begriff theoretisch

korrekt ist, sondern welche Steuerungslogik dahintersteht. KiI-
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Governance ist kein Selbstzweck und kein zusétzliches Regelwerk. Sie
ist ein Fihrungsinstrument, das dort ansetzt, wo klassische Steuerungs-
modelle an ihre Grenzen stol3en: bei automatisierten, lernenden und

nicht vollstandig vorhersehbaren Entscheidungssystemen.

Dieses Kapitel legt das begriffliche und konzeptionelle Fundament fiir
das gesamte Buch. Es zeigt, warum Kl-Governance weder mit Ethik
noch mit Compliance gleichzusetzen ist, welche zentralen Prinzipien ihr
zugrunde liegen und weshalb bestehende IT- und Daten-Governance-
Strukturen allein nicht ausreichen. Gleichzeitig wird deutlich, dass KlI-
Governance kein Innovationshemmnis ist, sondern eine Voraussetzung

dafir, KI nachhaltig, skalierbar und verantwortungsvoll einzusetzen.

Wer in diesem Kapitel Klarheit gewinnt, wird in den folgenden Ab-
schnitten besser einordnen kdonnen, warum bestimmte regulatorische
Anforderungen relevant sind, weshalb neue Rollen notwendig werden
und wie Governance konkret im Unternehmen wirkt. Kurz gesagt: Die-
ses Kapitel schafft die gemeinsame Sprache, die Flihrungskrafte beno-

tigen, um Kl nicht nur zu nutzen, sondern souveran zu steuern.

1.1 Kl als neue Entscheidungsinstanz

Kinstliche Intelligenz wird in Unternehmen haufig als Unterstiitzungs-
instrument beschrieben. Sie analysiert Daten, erkennt Muster oder lie-
fert Empfehlungen. Diese Beschreibung ist formal korrekt, greift in ihrer
Wirkung jedoch zu kurz. In der betrieblichen Realitat ist Kl langst mehr

als ein Assistenzsystem. Sie ist zu einer eigenstdndigen
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Entscheidungsinstanz geworden — mit spirbaren Konsequenzen fir

Fihrung, Verantwortung und Steuerung.

In vielen Geschéftsprozessen trifft KI heute Vorentscheidungen, die fak-
tisch kaum noch hinterfragt werden. Algorithmen priorisieren Kunden,
bewerten Risiken, legen Preise fest oder sortieren Bewerbungen vor.
Selbst wenn am Ende ein Mensch formal die Entscheidung bestatigt, ist
der Handlungsspielraum haufig stark eingeschrankt. Die Entscheidung
ist vorbereitet, gerahmt und in ihrer Richtung vorgegeben. Damit ver-

schiebt sich die eigentliche Entscheidungsmacht.

Diese Verschiebung vollzieht sich meist schleichend. KI-Systeme wer-
den eingeflhrt, um Effizienz zu steigern oder Komplexitat zu reduzieren.
Schritt fiir Schritt ibernehmen sie mehr Verantwortung, weil sie schnel-
ler, konsistenter oder kostenglinstiger arbeiten als menschliche Ent-
scheider. Was dabei oft unbeachtet bleibt: Entscheidungslogiken wer-
den externalisiert — in Modelle, Daten und Systemparameter, die aul3er-

halb klassischer Fuhrungsprozesse liegen.

Fir Unternehmen bedeutet das eine neue Qualitdt von Abhéangigkeit.
Entscheidungen entstehen nicht mehr ausschliel3lich in Meetings, Gre-
mien oder Flhrungshierarchien, sondern in soziotechnischen Syste-
men. Diese Systeme kombinieren Daten, Annahmen und Zielgré3en,
die nicht immer transparent sind und sich im Zeitverlauf verdndern kon-
nen. Dennoch entfalten ihre Entscheidungen unmittelbare Wirkung -

wirtschaftlich, rechtlich und reputativ.

Besonders herausfordernd ist dabei der probabilistische Charakter von

KI. Anders als regelbasierte Systeme liefert Kl keine eindeutigen
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Wahrheiten, sondern Wahrscheinlichkeiten. Entscheidungen basieren
auf statistischen Mustern, nicht auf deterministischen Regeln. Fiir das
Management bedeutet das: Entscheidungen konnen plausibel erschei-
nen und dennoch falsch oder unangemessen sein — insbesondere in

Grenzfallen oder sensiblen Kontexten.

Die klassische Fihrungslogik ist darauf nicht ausgelegt. Sie geht davon
aus, dass Entscheidungen nachvollziehbar begriindet, Gberprift und im
Zweifel korrigiert werden kénnen. Kl-gestiitzte Entscheidungen entzie-
hen sich dieser Logik teilweise. Sie sind nicht immer vollstandig erklar-
bar, und ihre Qualitat zeigt sich oft erst im Nachhinein. Dennoch mis-

sen sie verantwortet werden — intern wie extern.

Damit stellt sich eine zentrale Frage: Wie viel Entscheidungsmacht darf
und soll an Kl delegiert werden? Diese Frage lasst sich weder technisch
noch rechtlich allein beantworten. Sie ist eine strategische Flihrungs-
entscheidung. Sie betrifft das Selbstverstandnis des Unternehmens,

den Umgang mit Risiken und die Erwartungen von Stakeholdern.

Kl-Governance schafft den Rahmen, um diese Frage systematisch zu
beantworten. Sie definiert, in welchen Bereichen Kl entscheiden darf,
wo menschliche Kontrolle erforderlich ist und wie mit Fehlentscheidun-
gen umzugehen ist. Sie macht sichtbar, wo Kl bereits faktisch entschei-
det — und verhindert, dass Verantwortung stillschweigend an Systeme

delegiert wird.

Solange Unternehmen Kl ausschlieBlich als Werkzeug betrachten, un-
terschatzen sie ihre Wirkung. Erst wenn Kl als Entscheidungsinstanz

verstanden wird, wird klar, warum Governance nicht optional ist. Sie ist
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die Voraussetzung dafiir, dass Fihrung auch dort wirksam bleibt, wo
Entscheidungen nicht mehr ausschlieBlich von Menschen getroffen

werden.

1.2  Warum Kl kein IT-Thema mehr ist

In vielen Unternehmen liegt die Verantwortung fiir Kiinstliche Intelli-
genz noch immer primar bei der IT. Historisch ist das nachvollziehbar:
KI wurde zunachst als Erweiterung bestehender IT-Systeme eingefiihrt
— als neue Technologie, die Daten verarbeitet und Prozesse automati-
siert. Diese Sichtweise ist jedoch liberholt. Sie wird der tatsachlichen

Wirkung von Kl im Unternehmen nicht mehr gerecht.

Der entscheidende Unterschied zu klassischer IT liegt nicht in der Kom-
plexitat der Technologie, sondern in ihrer Wirkung auf Entscheidungen.
IT-Systeme unterstiitzen Geschaftsprozesse, indem sie Informationen
bereitstellen oder Ablaufe effizienter machen. KI-Systeme hingegen be-
einflussen, priorisieren oder ersetzen Entscheidungen. Sie wirken direkt

auf Ergebnisse — und damit auf Verantwortung, Haftung und Vertrauen.

Sobald Kl iber operative Automatisierung hinausgeht und Entschei-
dungen vorbereitet oder selbststandig trifft, verldsst sie den rein tech-
nischen Raum. Sie greift in Kernfragen der Unternehmensfiihrung ein:
Welche Kunden werden bevorzugt behandelt? Welche Risiken werden
akzeptiert? Welche Mitarbeitenden erhalten Chancen? Diese Fragen

sind nicht technischer Natur, sondern strategisch und normativ. Sie

KI-Governance ist jetzt Chefsache | 9



betreffen das Geschaftsmodell und das Selbstverstdndnis des Unter-

nehmens.

Die Delegation von Kl an die IT birgt daher strukturelle Risiken. IT-Ab-
teilungen sind darauf spezialisiert, Systeme stabil, sicher und leistungs-
fahig zu betreiben. Sie sind jedoch nicht daflir ausgelegt, gesellschaftli-
che, rechtliche oder ethische Abwagungen zu treffen. Wenn KI-Ent-
scheidungen faktisch in technischen Projekten vorbereitet werden,
ohne dass Flihrungsgremien eingebunden sind, entsteht eine Gover-

nance-LUlcke.

Hinzu kommt, dass viele Risiken von Kl nicht technischer Natur sind.
Diskriminierung, Intransparenz oder Vertrauensverlust lassen sich nicht
allein durch bessere Modelle oder saubereren Code verhindern. Sie ent-
stehen im Zusammenspiel von Technologie, Organisation und Nut-
zungskontext. Wer Kl als IT-Thema behandelt, verengt den Blick auf

technische Optimierung und lGbersieht diese Wechselwirkungen.

Auch regulatorisch zeigt sich, dass Kl nicht mehr als IT-Thema verstan-
den wird. Neue Regelwerke adressieren ausdrucklich organisatorische
Verantwortung, Entscheidungsprozesse und Managementpflichten. Sie
fragen nicht danach, wie ein Modell implementiert ist, sondern wer es
einsetzt, iberwacht und verantwortet. Damit riicken Vorstdnde und Ge-
schaftsleitungen in den Fokus — unabhédngig davon, wo die Systeme

technisch betrieben werden.

Fir Flihrungskrafte bedeutet das einen Perspektivwechsel. Kl ist kein
Projekt, das nach erfolgreicher Implementierung abgeschlossen ist. Sie

ist ein fortlaufender Eingriff in Entscheidungsprozesse. Entsprechend
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muss ihre Steuerung dort angesiedelt sein, wo strategische Entschei-

dungen getroffen werden: auf Management- und Vorstandsebene.

Das heil3t nicht, dass IT an Bedeutung verliert — im Gegenteil. Techni-
sche Kompetenz bleibt unverzichtbar. Aber sie muss eingebettet wer-
den in eine Ubergeordnete Governance-Struktur, die Ziele setzt, Gren-
zen definiert und Verantwortung klar zuordnet. Erst wenn Kl als Fiih-
rungs- und Risikothema verstanden wird, kann sie ihr Potenzial entfal-

ten, ohne die Kontrolle zu untergraben.

1.3 Konsequenzen unzureichender Kl-Steuerung

Unzureichende KI-Steuerung bleibt selten abstrakt. Ihre Auswirkungen
zeigen sich nicht zuerst in technischen Fehlermeldungen, sondern in
geschéftlichen, rechtlichen und reputativen Konsequenzen. Gerade weil
KI-Entscheidungen haufig plausibel wirken und sich schleichend etab-
lieren, werden Risiken oft erst erkannt, wenn sie bereits wirksam ge-

worden sind.

Eine der haufigsten Folgen ist der Verlust von Erklarbarkeit. Unterneh-
men sehen sich mit Entscheidungen konfrontiert, deren Zustandekom-
men sie nicht mehr nachvollziehen kénnen. In Gesprachen mit Kunden,
Aufsichtsbehorden oder Gerichten reicht es jedoch nicht aus, auf statis-
tische Modelle oder externe Anbieter zu verweisen. Wer Entscheidun-
gen trifft — oder treffen ldsst — muss sie erkldren und verantworten kon-
nen. Fehlt diese Fahigkeit, entsteht ein strukturelles Haftungs- und Re-

putationsrisiko.
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Hinzu kommt das Risiko systematischer Fehlentscheidungen. Kl skaliert
nicht nur Leistung, sondern auch Fehler. Verzerrte Daten, ungeeignete
ZielgroBen oder falsch gewahlte Einsatzkontexte wirken nicht punktu-
ell, sondern flaichendeckend. Was friiher eine einzelne Fehlentschei-
dung war, kann heute tausendfach reproduziert werden — mit entspre-

chendem Schadenpotenzial.

Besonders kritisch ist dabei, dass viele dieser Fehlentwicklungen nicht
offensichtlich rechtswidrig sind. Sie bewegen sich in Grauzonen, etwa
bei indirekter Diskriminierung, unfairer Priorisierung oder intransparen-
ten Ablehnungsentscheidungen. Gerade hier zeigt sich, dass Compli-
ance allein nicht ausreicht. Ohne Governance fehlt der Rahmen, um sol-

che Risiken fruhzeitig zu erkennen und bewusst zu steuern.

Ein weiteres zentrales Risiko liegt im Verlust organisatorischer Kon-
trolle. Wenn KI-Systeme operativ wirken, ohne dass klare Entschei-
dungs- und Eskalationswege definiert sind, entsteht eine Abhangigkeit
von Systemen, die sich dem direkten Zugriff der Fihrung entziehen. In
kritischen Situationen — etwa bei o6ffentlichen Vorfallen oder regulatori-
schen Prifungen - fehlt dann die Fahigkeit, schnell und konsistent zu

reagieren.

SchlieBlich ist auch der Vertrauensverlust nicht zu unterschéatzen. Kun-
den, Mitarbeitende und Partner akzeptieren Kl nicht automatisch. Ver-
trauen entsteht nur dann, wenn Unternehmen glaubhaft vermitteln kon-
nen, dass Kl verantwortungsvoll eingesetzt wird. Ein einzelner Vorfall

kann gentugen, um dieses Vertrauen nachhaltig zu beschadigen -

12 | KI-Governance ist jetzt Chefsache



unabhangig davon, ob er technisch erklarbar oder rechtlich sanktionier-

bar ist.

Die zentrale Erkenntnis lautet daher: KlI-Risiken sind Managementrisi-

ken.

Sie entstehen nicht primar durch schlechte Technologie, sondern durch
fehlende oder unklare Steuerung. KI-Governance zielt darauf ab, diese
Risiken nicht zu eliminieren — das ware illusorisch —, sondern sie be-

wusst einzugehen, zu begrenzen und verantwortbar zu machen.

KI-Governance ist jetzt Chefsache | 13



4 N

Klassische IT-Steuerung

Ziel: Stabilitat u. Effizienz
Logik: deterministisch, regelbasiert
Veranderung: geplant, kontrolliert
Verantwortung: IT / Fachbereich
Risikoart: Systemausfall, Security

Steuerungsfrage: .Funktioniert das
System wie spezifiziert?*

N /

@

Ziel: Entscheidungsoptimierung

I als Entscheidungsinstanz

Logik: probabilistisch, lernend

Veranderung: dynamisch,
kontextabhangig

Verantwortung: Management /
Vorstand

Risikoart: Haftung, Diskriminierung,
Reputation

Steuerungsfrage: /st diese
Entscheidung in diesem Kontext

K verantwortbar?* /

s

-

KI-Governance
Klare Entscheidungsrechte
Rechenschaftspflicht
Eskalations- und Stoppmechanismen

Kontinuierliche Uberwachung

~

J

Verschiebung von Systemsteuerung zu Entscheidungsgouvernanz: Wahrend klas-

sische IT-Steuerung auf Stabilitat und Funktionsfahigkeit abzielt, wirken KI-Sys-

teme unmittelbar auf Entscheidungen und deren Folgen. KI-Governance schlieRt

diese Steuerungsliicke, indem sie Verantwortung, Entscheidungsrechte und Kon-

trollmechanismen auf Managementebene verankert.

14 1 KI-Governance ist jetzt Chefsache
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