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Prolog  

 

Wenn Algorithmen entscheiden – und niemand verantwortlich ist 

 

Die Entscheidung fiel in Sekunden. 

Kein Meeting. Keine Diskussion. Keine Unterschrift. 

Der Kredit wurde abgelehnt. 

Die Bewerbung aussortiert. 

Der Versicherungsvertrag beendet. 

Die Produktionsanlage automatisch gestoppt. 

 

Für den Betroffenen war das Ergebnis eindeutig – für das Unternehmen 

jedoch nicht erklärbar. Auf Nachfrage zeigte niemand mit dem Finger 

auf sich selbst. Die IT verwies auf das Modell. Der Fachbereich auf den 

Anbieter. Der Anbieter auf die Daten. Die Daten auf statistische Wahr-

scheinlichkeiten. Und am Ende blieb eine unbequeme Leerstelle: Ver-

antwortung. 

Solche Situationen sind längst keine Ausnahme mehr. Sie sind der neue 

Normalfall in Organisationen, die Künstliche Intelligenz einsetzen. Ent-

scheidungen werden schneller, komplexer und skalierter getroffen als 
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je zuvor – oft ohne dass Führungskräfte im Detail nachvollziehen kön-

nen, wie sie zustande kommen. Und doch bleiben sie verantwortlich. 

Rechtlich. Reputativ. Strategisch. 

Viele Unternehmen haben KI eingeführt, weil sie effizienter, objektiver 

oder wettbewerbsfähiger sein wollten. Was sie unterschätzt haben: KI 

ist kein weiteres Werkzeug. Sie ist eine Entscheidungsinstanz. Und jede 

Entscheidungsinstanz verändert Machtverhältnisse, Haftungsfragen 

und Führungsmodelle. 

Der klassische Reflex vieler Führungskräfte lautet: Das ist ein techni-

sches Thema. 

Ein anderer: Dafür gibt es Regulierung. 

Ein dritter: Der Anbieter haftet. 

Alle drei Annahmen greifen zu kurz. 

 

Regulierung definiert Mindestanforderungen, aber sie führt kein Unter-

nehmen. Technik liefert Möglichkeiten, aber keine Verantwortung. Und 

externe Anbieter treffen keine Entscheidungen im Namen Ihres Unter-

nehmens – sie ermöglichen sie lediglich. 

Die zentrale Frage lautet daher nicht, ob KI eingesetzt wird. Diese Frage 

ist in den meisten Branchen längst beantwortet. Die entscheidende 

Frage lautet: 

Wer steuert, kontrolliert und verantwortet KI-Entscheidungen – und auf 

welcher Grundlage? 
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Hier beginnt KI-Governance. 

Nicht als bürokratisches Regelwerk. Nicht als Ethikdebatte ohne Konse-

quenzen. Sondern als Führungsaufgabe in einer Welt, in der Entschei-

dungen zunehmend von Systemen vorbereitet, beeinflusst oder auto-

nom getroffen werden. 

KI-Governance bedeutet, Entscheidungsfähigkeit zurückzuholen, ohne 

Innovationskraft zu verlieren. Sie bedeutet, Verantwortung klar zu ver-

ankern, ohne jede technische Einzelheit verstehen zu müssen. Und sie 

bedeutet, Vertrauen systematisch aufzubauen – bei Kunden, Mitarbei-

tenden, Aufsichtsgremien und Regulatoren. 

Dieses Buch richtet sich an Führungskräfte, die nicht jede Zeile Code 

lesen wollen, aber sehr genau wissen müssen, wofür sie stehen und 

wofür sie haften. Es richtet sich an Entscheider, die KI nicht stoppen, 

sondern souverän steuern wollen. 

Denn eines ist sicher: Algorithmen werden immer besser entscheiden. 

Ob Unternehmen dabei besser geführt werden, bleibt eine Frage der 

Governance. 

Viel Erfolg auf Ihrer Reise in die Welt der KI-Governance! 

 

Holger Reibold 
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1 KI-Governance ist jetzt Chefsache 

 

Künstliche Intelligenz ist in Unternehmen angekommen. Nicht als Zu-

kunftsvision, sondern als operative Realität. Sie entscheidet über 

Preise, priorisiert Kundenanfragen, steuert Wartungszyklen, filtert Be-

werbungen und bewertet Risiken. In vielen Organisationen ist KI bereits 

tief in Geschäftsprozesse eingebettet – oft schneller, als Führungs- und 

Kontrollstrukturen nachziehen konnten. 

Was dabei häufig übersehen wird: KI verändert nicht nur Prozesse, son-

dern auch die dazugehörigen Entscheidungsarchitekturen. Entschei-

dungen werden vorbereitet, beeinflusst oder automatisiert getroffen – 

mit unmittelbaren Auswirkungen auf Kunden, Mitarbeiter, Partner und 

die Öffentlichkeit. Damit wird KI zu einem strategischen Faktor mit 

rechtlichen, wirtschaftlichen und reputativen Konsequenzen. Und ge-

nau deshalb ist sie kein reines IT-Thema mehr. 

Bevor über Regulierung, Organisation oder konkrete Maßnahmen ge-

sprochen werden kann, ist eine grundlegende Klärung notwendig: Was 

bedeutet KI-Governance eigentlich – und was nicht? In der Praxis wird 

der Begriff häufig unscharf verwendet. Mal steht er für ethische Leitli-

nien, mal für juristische Compliance, mal für technische Kontrollmecha-

nismen. Diese Unschärfe ist nicht nur akademisch problematisch, sie 

erschwert vor allem wirksame Entscheidungen auf Führungsebene. 

Für Manager ist jedoch nicht entscheidend, welcher Begriff theoretisch 

korrekt ist, sondern welche Steuerungslogik dahintersteht. KI-
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Governance ist kein Selbstzweck und kein zusätzliches Regelwerk. Sie 

ist ein Führungsinstrument, das dort ansetzt, wo klassische Steuerungs-

modelle an ihre Grenzen stoßen: bei automatisierten, lernenden und 

nicht vollständig vorhersehbaren Entscheidungssystemen. 

Dieses Kapitel legt das begriffliche und konzeptionelle Fundament für 

das gesamte Buch. Es zeigt, warum KI-Governance weder mit Ethik 

noch mit Compliance gleichzusetzen ist, welche zentralen Prinzipien ihr 

zugrunde liegen und weshalb bestehende IT- und Daten-Governance-

Strukturen allein nicht ausreichen. Gleichzeitig wird deutlich, dass KI-

Governance kein Innovationshemmnis ist, sondern eine Voraussetzung 

dafür, KI nachhaltig, skalierbar und verantwortungsvoll einzusetzen. 

Wer in diesem Kapitel Klarheit gewinnt, wird in den folgenden Ab-

schnitten besser einordnen können, warum bestimmte regulatorische 

Anforderungen relevant sind, weshalb neue Rollen notwendig werden 

und wie Governance konkret im Unternehmen wirkt. Kurz gesagt: Die-

ses Kapitel schafft die gemeinsame Sprache, die Führungskräfte benö-

tigen, um KI nicht nur zu nutzen, sondern souverän zu steuern. 

 

1.1 KI als neue Entscheidungsinstanz 

Künstliche Intelligenz wird in Unternehmen häufig als Unterstützungs-

instrument beschrieben. Sie analysiert Daten, erkennt Muster oder lie-

fert Empfehlungen. Diese Beschreibung ist formal korrekt, greift in ihrer 

Wirkung jedoch zu kurz. In der betrieblichen Realität ist KI längst mehr 

als ein Assistenzsystem. Sie ist zu einer eigenständigen 
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Entscheidungsinstanz geworden – mit spürbaren Konsequenzen für 

Führung, Verantwortung und Steuerung. 

In vielen Geschäftsprozessen trifft KI heute Vorentscheidungen, die fak-

tisch kaum noch hinterfragt werden. Algorithmen priorisieren Kunden, 

bewerten Risiken, legen Preise fest oder sortieren Bewerbungen vor. 

Selbst wenn am Ende ein Mensch formal die Entscheidung bestätigt, ist 

der Handlungsspielraum häufig stark eingeschränkt. Die Entscheidung 

ist vorbereitet, gerahmt und in ihrer Richtung vorgegeben. Damit ver-

schiebt sich die eigentliche Entscheidungsmacht. 

Diese Verschiebung vollzieht sich meist schleichend. KI-Systeme wer-

den eingeführt, um Effizienz zu steigern oder Komplexität zu reduzieren. 

Schritt für Schritt übernehmen sie mehr Verantwortung, weil sie schnel-

ler, konsistenter oder kostengünstiger arbeiten als menschliche Ent-

scheider. Was dabei oft unbeachtet bleibt: Entscheidungslogiken wer-

den externalisiert – in Modelle, Daten und Systemparameter, die außer-

halb klassischer Führungsprozesse liegen. 

Für Unternehmen bedeutet das eine neue Qualität von Abhängigkeit. 

Entscheidungen entstehen nicht mehr ausschließlich in Meetings, Gre-

mien oder Führungshierarchien, sondern in soziotechnischen Syste-

men. Diese Systeme kombinieren Daten, Annahmen und Zielgrößen, 

die nicht immer transparent sind und sich im Zeitverlauf verändern kön-

nen. Dennoch entfalten ihre Entscheidungen unmittelbare Wirkung – 

wirtschaftlich, rechtlich und reputativ. 

Besonders herausfordernd ist dabei der probabilistische Charakter von 

KI. Anders als regelbasierte Systeme liefert KI keine eindeutigen 
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Wahrheiten, sondern Wahrscheinlichkeiten. Entscheidungen basieren 

auf statistischen Mustern, nicht auf deterministischen Regeln. Für das 

Management bedeutet das: Entscheidungen können plausibel erschei-

nen und dennoch falsch oder unangemessen sein – insbesondere in 

Grenzfällen oder sensiblen Kontexten. 

Die klassische Führungslogik ist darauf nicht ausgelegt. Sie geht davon 

aus, dass Entscheidungen nachvollziehbar begründet, überprüft und im 

Zweifel korrigiert werden können. KI-gestützte Entscheidungen entzie-

hen sich dieser Logik teilweise. Sie sind nicht immer vollständig erklär-

bar, und ihre Qualität zeigt sich oft erst im Nachhinein. Dennoch müs-

sen sie verantwortet werden – intern wie extern. 

Damit stellt sich eine zentrale Frage: Wie viel Entscheidungsmacht darf 

und soll an KI delegiert werden? Diese Frage lässt sich weder technisch 

noch rechtlich allein beantworten. Sie ist eine strategische Führungs-

entscheidung. Sie betrifft das Selbstverständnis des Unternehmens, 

den Umgang mit Risiken und die Erwartungen von Stakeholdern. 

KI-Governance schafft den Rahmen, um diese Frage systematisch zu 

beantworten. Sie definiert, in welchen Bereichen KI entscheiden darf, 

wo menschliche Kontrolle erforderlich ist und wie mit Fehlentscheidun-

gen umzugehen ist. Sie macht sichtbar, wo KI bereits faktisch entschei-

det – und verhindert, dass Verantwortung stillschweigend an Systeme 

delegiert wird. 

Solange Unternehmen KI ausschließlich als Werkzeug betrachten, un-

terschätzen sie ihre Wirkung. Erst wenn KI als Entscheidungsinstanz 

verstanden wird, wird klar, warum Governance nicht optional ist. Sie ist 
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die Voraussetzung dafür, dass Führung auch dort wirksam bleibt, wo 

Entscheidungen nicht mehr ausschließlich von Menschen getroffen 

werden. 

 

1.2 Warum KI kein IT-Thema mehr ist 

In vielen Unternehmen liegt die Verantwortung für Künstliche Intelli-

genz noch immer primär bei der IT. Historisch ist das nachvollziehbar: 

KI wurde zunächst als Erweiterung bestehender IT-Systeme eingeführt 

– als neue Technologie, die Daten verarbeitet und Prozesse automati-

siert. Diese Sichtweise ist jedoch überholt. Sie wird der tatsächlichen 

Wirkung von KI im Unternehmen nicht mehr gerecht. 

Der entscheidende Unterschied zu klassischer IT liegt nicht in der Kom-

plexität der Technologie, sondern in ihrer Wirkung auf Entscheidungen. 

IT-Systeme unterstützen Geschäftsprozesse, indem sie Informationen 

bereitstellen oder Abläufe effizienter machen. KI-Systeme hingegen be-

einflussen, priorisieren oder ersetzen Entscheidungen. Sie wirken direkt 

auf Ergebnisse – und damit auf Verantwortung, Haftung und Vertrauen. 

Sobald KI über operative Automatisierung hinausgeht und Entschei-

dungen vorbereitet oder selbstständig trifft, verlässt sie den rein tech-

nischen Raum. Sie greift in Kernfragen der Unternehmensführung ein: 

Welche Kunden werden bevorzugt behandelt? Welche Risiken werden 

akzeptiert? Welche Mitarbeitenden erhalten Chancen? Diese Fragen 

sind nicht technischer Natur, sondern strategisch und normativ. Sie 
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betreffen das Geschäftsmodell und das Selbstverständnis des Unter-

nehmens. 

Die Delegation von KI an die IT birgt daher strukturelle Risiken. IT-Ab-

teilungen sind darauf spezialisiert, Systeme stabil, sicher und leistungs-

fähig zu betreiben. Sie sind jedoch nicht dafür ausgelegt, gesellschaftli-

che, rechtliche oder ethische Abwägungen zu treffen. Wenn KI-Ent-

scheidungen faktisch in technischen Projekten vorbereitet werden, 

ohne dass Führungsgremien eingebunden sind, entsteht eine Gover-

nance-Lücke. 

Hinzu kommt, dass viele Risiken von KI nicht technischer Natur sind. 

Diskriminierung, Intransparenz oder Vertrauensverlust lassen sich nicht 

allein durch bessere Modelle oder saubereren Code verhindern. Sie ent-

stehen im Zusammenspiel von Technologie, Organisation und Nut-

zungskontext. Wer KI als IT-Thema behandelt, verengt den Blick auf 

technische Optimierung und übersieht diese Wechselwirkungen. 

Auch regulatorisch zeigt sich, dass KI nicht mehr als IT-Thema verstan-

den wird. Neue Regelwerke adressieren ausdrücklich organisatorische 

Verantwortung, Entscheidungsprozesse und Managementpflichten. Sie 

fragen nicht danach, wie ein Modell implementiert ist, sondern wer es 

einsetzt, überwacht und verantwortet. Damit rücken Vorstände und Ge-

schäftsleitungen in den Fokus – unabhängig davon, wo die Systeme 

technisch betrieben werden. 

Für Führungskräfte bedeutet das einen Perspektivwechsel. KI ist kein 

Projekt, das nach erfolgreicher Implementierung abgeschlossen ist. Sie 

ist ein fortlaufender Eingriff in Entscheidungsprozesse. Entsprechend 
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muss ihre Steuerung dort angesiedelt sein, wo strategische Entschei-

dungen getroffen werden: auf Management- und Vorstandsebene. 

Das heißt nicht, dass IT an Bedeutung verliert – im Gegenteil. Techni-

sche Kompetenz bleibt unverzichtbar. Aber sie muss eingebettet wer-

den in eine übergeordnete Governance-Struktur, die Ziele setzt, Gren-

zen definiert und Verantwortung klar zuordnet. Erst wenn KI als Füh-

rungs- und Risikothema verstanden wird, kann sie ihr Potenzial entfal-

ten, ohne die Kontrolle zu untergraben. 

 

1.3 Konsequenzen unzureichender KI-Steuerung 

Unzureichende KI-Steuerung bleibt selten abstrakt. Ihre Auswirkungen 

zeigen sich nicht zuerst in technischen Fehlermeldungen, sondern in 

geschäftlichen, rechtlichen und reputativen Konsequenzen. Gerade weil 

KI-Entscheidungen häufig plausibel wirken und sich schleichend etab-

lieren, werden Risiken oft erst erkannt, wenn sie bereits wirksam ge-

worden sind. 

Eine der häufigsten Folgen ist der Verlust von Erklärbarkeit. Unterneh-

men sehen sich mit Entscheidungen konfrontiert, deren Zustandekom-

men sie nicht mehr nachvollziehen können. In Gesprächen mit Kunden, 

Aufsichtsbehörden oder Gerichten reicht es jedoch nicht aus, auf statis-

tische Modelle oder externe Anbieter zu verweisen. Wer Entscheidun-

gen trifft – oder treffen lässt – muss sie erklären und verantworten kön-

nen. Fehlt diese Fähigkeit, entsteht ein strukturelles Haftungs- und Re-

putationsrisiko. 
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Hinzu kommt das Risiko systematischer Fehlentscheidungen. KI skaliert 

nicht nur Leistung, sondern auch Fehler. Verzerrte Daten, ungeeignete 

Zielgrößen oder falsch gewählte Einsatzkontexte wirken nicht punktu-

ell, sondern flächendeckend. Was früher eine einzelne Fehlentschei-

dung war, kann heute tausendfach reproduziert werden – mit entspre-

chendem Schadenpotenzial. 

Besonders kritisch ist dabei, dass viele dieser Fehlentwicklungen nicht 

offensichtlich rechtswidrig sind. Sie bewegen sich in Grauzonen, etwa 

bei indirekter Diskriminierung, unfairer Priorisierung oder intransparen-

ten Ablehnungsentscheidungen. Gerade hier zeigt sich, dass Compli-

ance allein nicht ausreicht. Ohne Governance fehlt der Rahmen, um sol-

che Risiken frühzeitig zu erkennen und bewusst zu steuern. 

Ein weiteres zentrales Risiko liegt im Verlust organisatorischer Kon-

trolle. Wenn KI-Systeme operativ wirken, ohne dass klare Entschei-

dungs- und Eskalationswege definiert sind, entsteht eine Abhängigkeit 

von Systemen, die sich dem direkten Zugriff der Führung entziehen. In 

kritischen Situationen – etwa bei öffentlichen Vorfällen oder regulatori-

schen Prüfungen – fehlt dann die Fähigkeit, schnell und konsistent zu 

reagieren. 

Schließlich ist auch der Vertrauensverlust nicht zu unterschätzen. Kun-

den, Mitarbeitende und Partner akzeptieren KI nicht automatisch. Ver-

trauen entsteht nur dann, wenn Unternehmen glaubhaft vermitteln kön-

nen, dass KI verantwortungsvoll eingesetzt wird. Ein einzelner Vorfall 

kann genügen, um dieses Vertrauen nachhaltig zu beschädigen – 
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unabhängig davon, ob er technisch erklärbar oder rechtlich sanktionier-

bar ist. 

Die zentrale Erkenntnis lautet daher: KI-Risiken sind Managementrisi-

ken. 

Sie entstehen nicht primär durch schlechte Technologie, sondern durch 

fehlende oder unklare Steuerung. KI-Governance zielt darauf ab, diese 

Risiken nicht zu eliminieren – das wäre illusorisch –, sondern sie be-

wusst einzugehen, zu begrenzen und verantwortbar zu machen. 

 



14 | KI-Governance ist jetzt Chefsache 

 

Verschiebung von Systemsteuerung zu Entscheidungsgouvernanz: Während klas-

sische IT-Steuerung auf Stabilität und Funktionsfähigkeit abzielt, wirken KI-Sys-

teme unmittelbar auf Entscheidungen und deren Folgen. KI-Governance schließt 

diese Steuerungslücke, indem sie Verantwortung, Entscheidungsrechte und Kon-

trollmechanismen auf Managementebene verankert. 
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Grafikdesign mit Scribus 

In diesem Handbuch erfahren 

Sie alles, um mit Scribus ein 

professionelles Projekt umzu-

setzen – angefangen bei der 

Entwicklung kreativer Ideen 

bis zur konkreten Gestaltung. 

Preis: 24,99 EUR 

Umfang: 420 Seiten 

 

 

 

Virtuelle Maschinen  

mit VirtualBox 7.x 

So verwandeln Sie einen 

Rechner in ein ganzes Netz-

werk oder bauen ein Testum-

gebung auf. Dieses Handbuch 

führt Sie in alle wichtigen 

Funktionen bis hin zur Cloud-

Nutzung ein.  

Preis: 16,99 EUR 

Umfang: 150 Seiten 

 



XXXVIII | Mehr von Brain-Media.de 

 

 

 

Audio Editing mit  

Audacity 4.x 

Alles Wichtige, was Sie für 

den erfolgreichen Einsatz des 

freien Audioeditors wissen 

müssen.  

Umfang: 220 Seiten 

Preis: 19,99 EUR 

Erscheint: Februar 2026 

 

 

 

Code or die – Warum wir  

mehr Hacker brauchen 

Ein Manifest für mehr digitale 

Selbstbestimmung, Neu-

gierde und Eigenverantwor-

tung. Medienkompetenzen al-

leine genügen nicht; die Ge-

sellschaft von morgen braucht 

Digitalkompetenzen. 

Umfang: 120 Seiten 

Preis: 14,99 EUR 

Erscheint Frühjahr 2026 
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Private KI – KI-Systeme lokal 

betreiben, kontrollieren und 

verantworten 

Alles Wichtige für den siche-

ren Einsatz von lokalen KI-

Systemen.  

Umfang: 140 Seiten 

Preis: 16,99 EUR 

Erscheint: Frühjahr 2026 

 

 

 

KI Incident Response – Wie 

man Sicherheitsvorfälle in KI-

Systemen erkennt, eindämmt 

und verantwortet 

Ziel- und punktgenaue Reakti-

onen für kritischen KI-Vorfälle.  

Umfang: 140 Seiten 

Preis: 16,99 EUR 

Erscheint: Frühjahr 2026 
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IT-Texter.one 

100+ IT-Fachbücher 

1500+ Fachartikel 

30+ Erfahrung 

 

KOMPLEXE INHALTE PUNKTGENAU AUFZUBEREITEN, IST EINE 

KUNST. ICH BEHERRSCHE SIE. BEI MIR ERHALTEN SIE FACH-

TEXTE, DIE KOMPLEXES VERSTÄNDLICH MACHEN. 

Seit über 30 Jahren unterstütze ich Unternehmen aus der 

IT-, Software- und Digitalbranche dabei, ihre technischen 

Inhalte klar, präzise und zielgruppenorientiert zu kom-

munizieren. Als promovierter Informatiker und erfahrener 

IT-Journalist verbinde ich fundiertes Fachwissen mit 

journalistischem Storytelling. Als Key Account Manager 

eines IT-Dienstleisters verfüge ich obendrein über kon-

krete Erfahrungen mit allen gängigen Technologien.   

 

WARUM SIE MIT MIR ARBEITEN SOLLTEN 

35 Jahre Erfahrung mit Internet-,  

Netzwerk- und Webtechnologien 

Kooperation mit führenden Akteuren  

der IT- und Medienbranche 

Strategisches Denken: Texte, die nicht nur informieren, 

sondern auch verkaufen 

 

 



XLII | IT-Texter.one 

 

THEMENSCHWERPUNKTE 

Open-Source 

Enterprise IT 

IT-Consulting 

SaaS 

Künstliche Intelligenz 

 

WIE KANN ICH SIE UNTERSTÜTZEN 

Content Creation 

Dokumentationen 

Case Studies 

Suchmaschinenoptimierung 

Tech-Marketing 

 

MEIN VERSPRECHEN 

Ich übernehme die inhaltliche und sprachliche Brücke zwi-

schen Technologie und Anwendung. Selbst komplexe Sach-

verhalte kommen beim Publikum an – fachlich korrekt, 

prägnant und SEO-wirksam. 

 

PREISMODELLE 

Professionelle Leistungen, die ihresgleichen suchen, 

gibt es nicht umsonst. Sprechen Sie mit an. Gerne ver-

einbaren wir einen Fixpreis; das vereinfacht Ihre Kalku-

lation. 

 

KONTAKT AUFNEHMEN 

Sprechen wir über Ihr Projekt. Schreibe Sie mir eine Mail 

(info@it-texter.one). Oder besser noch: Rufen Sie mich 

an (+49 681 91005698). 

 


